Implicit Bias and Crime Victims: An Overview

Explicit bias—whether based on race, age, ethnicity, gender, religion or any other basis—has long been recognized as detrimental to justice, and this recognition has informed much anti-discrimination law in the United States. Only in recent years, however, have we begun to recognize the existence and negative impacts of implicit biases. This new recognition is attributable, in part, to research from the field of cognitive psychology, which has revealed that “our seemingly neutral, logical, and reasoned judgments are actually influenced by unconscious frameworks of thinking about the world.” Understanding implicit bias and its negative impacts, and moving to disrupt those impacts, can help us improve justice for survivors.

A. Understanding implicit bias.

Each of us carries attitudes and stereotypes that affect our perceptions and inform our actions. This is true because we use heuristics (mental shortcuts based upon knowledge gained from previous experiences) and schema (groupings of like information) to quickly process stimuli and make decisions. These heuristics and schema can aid the speed of decision-making, but when the automatic associations are based on inaccurate or overgeneralized information they can support negative, discriminatory actions and outcomes.

There are many types of biases that can impact justice, including those that are explicit and structural. Implicit biases are among the most insidious of the biases because they operate outside of our consciousness, shaping our attitudes and actions to conform to stereotypes that we may consciously disavow.

Although there are many studies of and tools for measuring implicit bias, perhaps the most widely recognized instrument used to test for implicit bias is the implicit association test (IAT). The IAT works by pairing “an attitude object (such as a racial group) with an evaluative dimension (good or bad) and tests how response accuracy and speed indicate implicit and automatic attitudes and stereotypes.” The theory underpinning the IAT is that it takes longer for
an unconsciously biased person to connect a positive evaluative dimension with a disfavored attitude object. IAT results over decades have shown that a significant number of people have biases based on race, ethnicity, religion, gender, age, sexual orientation, and more.

Judges, lawyers, and law students who operate in, or aspire to operate in, a profession that values objectivity and analytic thinking, and who work hard to eliminate explicit bias in their decision-making, often assume they lack implicit bias. It is important to realize, however, that “[e]ven those who consciously renounce prejudice have been shown to have implicit or automatic biases that conflict with their nonprejudiced values[.].” To believe otherwise is to operate in what is known as a “bias blindspot.” Thus, recognizing the existence of implicit bias in our decision-making is not a condemnation of an individual, it is simply acknowledging fact.

B. Impacts of implicit bias on criminal justice.

Evidence indicates that you are not immune from implicit bias whether you are a judge, a prosecutor, an attorney representing a defendant, or an attorney representing any client. The impacts of implicit bias can be particularly acute for justice, as Professor Jerry Kang has noted:

Though our shorthand schemas of people may be helpful in some situations, they also can lead to discriminatory behaviors if we are not careful. Given the critical importance of exercising fairness and equality in the court system, lawyers, judges, jurors, and staff should be particularly concerned about identifying such possibilities.

Although most studies and analysis of implicit bias within criminal justice focus on the impacts of such bias on criminal defendants of color, we also understand some of the impacts on victims. First, at least some attention has been paid to bias as it relates to victims, particularly in the context of violence against women. Second, when looking at the studies of impacts on defendants, the necessary corollary when defendants are receiving disparate treatment based upon, for example, race or gender, is that the victims of those defendants’ crimes are also being impacted. For instance, statistical evidence suggests that persons of color receive harsher treatment than others in pretrial charging and plea decisions as well as in sentencing. Based upon these results, the victims of these same offenses are being impacted at these same decision
points. Finally, there is simply no evidence to support the idea that when law enforcement, prosecutors, judges, jurors, or attorneys assess or make decisions regarding victims they somehow become aware of and shed their implicit biases.

If we are all “guilty” of operating pursuant to implicit bias, and implicit bias leads to discriminatory treatment impacting victims and defendants in our criminal justice system, then we must act to disrupt these impacts if we are to have a fair justice system.

C. Interventions to mitigate impacts of implicit bias.

Fortunately there is at least some evidence that we can mitigate the impacts of implicit bias. This mitigation effort starts with acknowledging the existence of implicit bias in ourselves and others, and requires consciously and regularly questioning our objectivity. Beyond this, interventions that may help include:

(1) exposing oneself and others in the system to counter-typical associations;\(^{23}\)
(2) improving the conditions of decision-making, including timing;\(^{24}\) and
(3) increasing the salience of bias by moving social categories to the foreground rather than background.\(^{25}\)

Conclusion

The science is getting clearer on a near daily basis—everyone is influenced by their own implicit biases and those biases impact our justice system. Thus, although it may seem difficult to admit to oneself and to say aloud, “I am biased,” this is the foundation for a necessary disruption. As John Erskin has said:

\[\text{[T]o be as intelligent as we can is a moral obligation—that intelligence is one of the talents for the use of which we shall be called to account—that if we haven’t exhausted every opportunity to know whether what we are doing is right, it will be no excuse for us to say that we meant well.}^{26}\]

We are at a critical juncture in criminal justice with much focus being properly paid to implicit bias and its impacts; to know whether what we are doing is right requires us to ensure consideration of impacts on victims as well as defendants.
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